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Language Modelling - Autoregressive



Auto-encoder (Masked Language Modelling)

The quick brown fox jumps over the lazy dog.

The quick brown fox [MASK] over the lazy dog.



Are they the same?



Is it all good?



Is it all good?



Pros and Cons…

● 15% of [MASK] tokens…
● Independence assumption.

BUT…

● We get bi-directional context



Training pipeline
BatchClean Tokenize

Q,K,V Token Embedding+ Position 
Embedding

LossN2 attention …

Back propagate gradientsUpdate WeightsNext Batch



Walkthrough

The quick brown fox jumps over the lazy dog. 🦊🐶 敏捷的棕
色狐狸跳过了懒狗 <a href=”www.google.com”>click
Multilingual model, cased/uncased, etc

the quick brown fox jumps over the lazy dog
Special tokens

[[CLS], the, quick, br#,#own, fox, jumps, over, the, 
lazy, dog,[SEP]]

http://www.google.com


[[CLS], the, quick, br#,#own, fox, jumps, over, the, 

lazy, dog,[SEP]] Collect several in a batch [tokenized]

[[CLS], the, …, [SEP], [PAD], [PAD], …, [PAD]]

Walkthrough



[[CLS], the, …, [SEP], [PAD], [PAD], …, [PAD]]



Batch

+ Positional embeddings



Positional Embeddings 





BERT vs GPT



BERT vs GPT

The quick brown fox jumps over the lazy dog.



The quick brown fox jumps over the lazy dog.

Teacher forcing!



Inference?

● Greedy - pick best 

answer.

● Random (with 

Temperature)

● Beam search

● Nucleus Sampling



Random 
sampling 
with 
temperature



Random 
sampling 
with 
temperature



Beam Search



Nucleus 
Sampling

Choose n, such 

that those n have a 

total probability > 

P
threshold

 and 

rescale.



Large Foundation Models - Conclusions

● Spoilt for choice [BERT, LLaMA, Falcon, etc]

● Size of model - bigger is not always better

100M - 500B parameters

● Pre-training distribution

● AE vs AR

We’ll cover more details in the session on scaling.


