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Massive amounts of compute!

LLaMa 2 - 70b - 130 GB Model
● 1.7 million GPU hours.
● 291.42 Tons of CO

2
 for final train - total 1015 Tons of CO

2
○  A320neo - 170 passengers - 25 Tons of CO

2
○ 500 km/month, 15 kmpl, 1 year - 0.919 Tons of CO

2
● 2048 A100-80GB GPU - 34 days.

○ ₹ 8.5 lakh per card - ₹ 175 crore just for the GPU.
○ Cloud - 3072 $/hour - ₹ 88 crore for 5 months.

LLaMa 2 isn’t even that big.



Massive amounts of data!

The first “Large” language model BERT - 3B tokens.
Today 3 Trillion tokens is normal!

We are running out of data… WHY?



Scaling laws for transformers

(Log)



Effect of data quality.

E.g. when asked to repeat “StreamerBot,”  it replied “You’re a jerk.”

"TheNitromeFan", " SolidGoldMagikarp", " davidjl", " Smartstocks", " 
RandomRedditorWithNo" - counting to infinity on r/counting.



Effect of data quality.

Pre-training by oversampling from code.

“Textbooks are all you need” - outperforms models 
with 150x more data.

However, this cannot be scaled.



Scale isn’t everything
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Scale isn’t everything

Logical and abstract reasoning continues to be a 
challenge - BIG Bench, ARC, etc



Alignment issues

Accurate, reliable, robust, helpful, non-prejudiced answers.



General recommendations

● Always finetune if possible.
● Pick the smallest model you can get away with.
● Try to minimize distribution shift - e.g. BloombergGPT - 50% Financial 

Data
● If math/abstract reasoning is involved - 

○ Best to do without LLMs if possible.
○ Prompting and sampling with filtering.
○ Gopher, PALM, GPT4*, Chinchilla, BLOOM, OPT, etc (> 50B).

● For general language tasks - Instruct, chat fine-tuned models
○ LLaMA, Falcon, etc (~10B - 100B).

● For even simpler tasks - classification, clustering, etc.
○ BERT, RoBERTa, etc ~1B parameter models.



● Extremely expensive in many ways.
● Scale is important.
● Quality of data is important but prohibitive.
● Scale alone doesn’t help abstract/logical 

reasoning.
● LLMs are not well aligned.

Key takeaways
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● Social implications
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